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Abstract
The paper deals with an analysis and mathematical model of means of transport operation and maintenance. The considerations are based on a selected real transport means system – city bus transport system in a chosen agglomeration.

The model has been built on the basis of a real city transport system involving realization of the process of operation and maintenance of means of transport. For this purpose, the process significant states and possible transitions between theses states have been determined. On this basis, an event model of means of transport operational use process was built, and next its mathematical model was made, with the assumption of its being the homogenous Markov’s model.

Means of transport values of boundary probabilities for their being in the process particular states, were determined for data concerning their operational use. This serves as the basis for an analysis of the studied process of operational use.

The presented Markov’s model of the means of transport operational use process is the effect of accomplishment of the first stage of the resultant model (semi-Markov’s model) of operational use. The resultant model will be a part of a wide scale, decision model for creation and assessment of the transport system being ready for operation.
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1. Introduction

Transport system can be defined as a system used for satisfying transport needs, being realized along assigned routes. Operational use of transport means is a controlled process and can roughly be divided into the process of their operation and maintenance. The operation process involves realization of the transport means system basic task, thereby generation of profits. The maintenance process aims at maintaining the used technical objects in the state of being ready for operation.

In order to ensure high efficiency of the transport system operation it is necessary to take rational control decisions’ concerning the transport means operational use process and, on the basis of its analysis, properly assess the process realization. The analysis and assessment of controlled processes is carried out by testing their models [6, 8]. Due to random character of the factors determining efficiency and speed of the process realized within a complex process of operational use, these are the stochastic processes which are most frequently applied for the process mathematical modelling. Among random processes, Markov and semi-Markov’s ones have found a wide application for modelling the technical object exploitation process [3, 5]. Accomplishment of modelling research with the use of the described models of operational use, enables both the analysis of detailed problems connected with technical objects operation and maintenance, and of relations occurring between a determined number of the model parameters. Markov and semi-Markov’s processes have been discussed explicitly in literature by many authors in a theoretical way [1, 2, 4, 7]. However, there are few examples of applications of these models for the description of the operational use processes realized in real transport systems, especially in city transport ones.
2. Event model of the operational use process

The operational use process model was built on the basis of analysis of the space of states and events concerning technical objects (city buses) used in the analyzed real transport system. In result of identification of the analyzed transport system, there has been determined multi-state process of technical object operation and maintenance realized within it, significant states of the exploitation process and possible transitions between these states. On this basis a graph of the operational use process state changes, has been built and presented in Fig. 1.

![Directed graph representing means of transport operation and maintenance process](image)

Fig. 1. Directed graph representing means of transport operation and maintenance process

Below, there have been presented names of the operational use states for the process of operation and maintenance of city bus transport means (Fig. 1):

- $S_1$ - waiting for the task to be performed, on the hardstand of the depot (initial state),
- $S_2$ - preparing for operation on the hardstand of the depot,
- $S_3$ - carrying out the transport task,
- $S_4$ - waiting for the decision of the traffic controller after occurrence of the vehicle damage,
- $S_5$ - diagnosing by the emergency service unit,
- $S_6$ - repair by the emergency service without losing the ride,
- $S_7$ - repair by the emergency service with losing a ride,
- $S_8$ - waiting for the task to be performed after repair by the emergency service,
- $S_9$ - emergency exit,
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- waiting for action of the maintenance subsystem,
- refuelling,
- maintenance check on the operation day,
- realization of periodic servicing,
- prior to repair diagnosing in the serviceability assurance subsystem,
- repair in the serviceability assurance subsystem,
- diagnosing after the repair in the serviceability assurance subsystem.

3. Mathematical model of the operational use process

In result of carried out analysis of assumptions and restrictions, Markov’s process \( X(t) \) was assumed to be the model of a technical object operational use. Using Markov’s process for the operational use process mathematical modelling, the following assumptions have been accepted:

- Markov’s process \( X(t) \) reflects the modelled real process properly enough from the point of view of the tests,
- the modelled process of operation and maintenance has a finite number of states \( S_i \), \( i = 1, 2, \ldots, 16 \),
- random process \( X(t) \) which is a mathematical model of operational use is a homogenous process,
- in time \( t = 0 \) the process is in state \( S_1 \) (\( S_1 \) is the initial state).

On the basis of directed graph, presented in Fig. 1, there was built a matrix of \( P \) states change probabilities and matrix of \( A \) states change intensity of \( X(t) \) process:

\[
P = \begin{bmatrix}
0 & p_{12} & p_{13} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & p_{23} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & p_{34} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & p_{45} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & p_{56} & p_{57} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & p_{67} & p_{69} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & p_{78} & p_{79} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & p_{89} & p_{810} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & p_{910} & p_{911} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & p_{1011} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & p_{1112} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & p_{1213} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & p_{1314} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & p_{1415} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & p_{1516} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & p_{1615} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & p_{1616} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}
\]

\[
P = \begin{bmatrix}
-\lambda_{11} & \lambda_{12} & \lambda_{13} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -\lambda_{22} & \lambda_{23} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -\lambda_{33} & \lambda_{34} & 0 & 0 & 0 & 0 & 0 & \lambda_{310} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -\lambda_{44} & \lambda_{45} & 0 & 0 & 0 & \lambda_{410} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -\lambda_{55} & \lambda_{56} & \lambda_{57} & 0 & \lambda_{510} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -\lambda_{66} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -\lambda_{77} & \lambda_{78} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & -\lambda_{88} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -\lambda_{99} & \lambda_{910} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -\lambda_{100} & \lambda_{101} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -\lambda_{111} & \lambda_{112} & 0 & \lambda_{113} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -\lambda_{122} & \lambda_{123} & \lambda_{124} & \lambda_{125} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -\lambda_{133} & \lambda_{134} & \lambda_{135} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -\lambda_{144} & \lambda_{145} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -\lambda_{155} & \lambda_{156} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -\lambda_{166} & \lambda_{161} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]
where:

- $p_{ij}$ - probability of transition from state $S_i$ to state $S_j$,
- $\lambda_i$ - intensity of staying in state $S_i$ of $X(t)$ process,
- $\lambda_{ij}$ - intensity of transition from state $S_i$ to state $S_j$.

On the basis of $P$ (1) matrixes, in order to determine boundary probabilities $p_i^*$ for Markov’s chain, a system of linear equations was built

$$
\sum_{i=1}^{9} p_{ij} \cdot p_i^* = p_j^*, \quad j = 1,2,\ldots,9
$$

hence, according to (1):

$$
\begin{align*}
| p_{1,1} \cdot p_{11}^* + p_{1,2} \cdot p_{12}^* + p_{1,3} \cdot p_{13}^* = p_{11}^*, \\
p_{1,2} \cdot p_{21}^* = p_{2^1}, \\
p_{1,3} \cdot p_{31}^* + p_{2,3} \cdot p_{23}^* + p_{6,3} \cdot p_{63}^* + p_{7,3} \cdot p_{73}^* + p_{8,3} \cdot p_{83}^* = p_{13}^*, \\
p_{3,4} \cdot p_{34}^* = p_{4}, \\
p_{4,5} \cdot p_{45}^* = p_{5}, \\
p_{5,6} \cdot p_{56}^* = p_{6}, \\
p_{5,7} \cdot p_{57}^* = p_{7}, \\
p_{7,8} \cdot p_{78}^* = p_{8}, \\
p_{4,9} \cdot p_{49}^* + p_{5,9} \cdot p_{59}^* = p_{9}^*, \\
p_{9,10} \cdot p_{910}^* + p_{9,10} \cdot p_{910}^* = p_{10}^*, \\
p_{10,11} \cdot p_{1011}^* + p_{15,11} \cdot p_{1511}^* + p_{16,11} \cdot p_{1611}^* = p_{11}^*, \\
p_{11,12} \cdot p_{1112}^* = p_{12}, \\
p_{12,13} \cdot p_{1213}^* = p_{13}, \\
p_{11,14} \cdot p_{1114}^* + p_{12,14} \cdot p_{1214}^* + p_{13,14} \cdot p_{1314}^* = p_{14}, \\
p_{10,15} \cdot p_{1015}^* + p_{11,15} \cdot p_{1115}^* + p_{12,15} \cdot p_{1215}^* + p_{13,15} \cdot p_{1315}^* + p_{14,15} \cdot p_{1415}^* + p_{16,15} \cdot p_{1615}^* = p_{15}, \\
p_{15,16} \cdot p_{1516}^* = p_{16}^*,
\end{align*}
$$

was obtained. Whereas, in order to determine boundary probabilities $p_i^*$ for Markov’s process, a system of linear equations was built, on the basis of $A$ (2) matrixes

$$
\sum_{i=1}^{9} \lambda_{ij} \cdot p_i^* = 0, \quad j = 1,2,\ldots,9
$$

hence, according to (2):

$$
\begin{align*}
- \lambda_{1,1} \cdot p_{11}^* + \lambda_{1,11} \cdot p_{111}^* + \lambda_{1,12} \cdot p_{112}^* + \lambda_{1,13} \cdot p_{113}^* = 0, \\
\lambda_{2,2} \cdot p_{21}^* - \lambda_{2,3} \cdot p_{23}^* = 0, \\
\lambda_{3,2} \cdot p_{32}^* + \lambda_{3,3} \cdot p_{33}^* + \lambda_{3,5} \cdot p_{35}^* + \lambda_{3,6} \cdot p_{36}^* + \lambda_{3,7} \cdot p_{37}^* + \lambda_{3,8} \cdot p_{38}^* = 0, \\
\lambda_{4,4} \cdot p_{44}^* = 0, \\
\lambda_{4,5} \cdot p_{45}^* - \lambda_{4,5} \cdot p_{54}^* = 0, \\
\lambda_{4,6} \cdot p_{46}^* = 0, \\
\lambda_{4,7} \cdot p_{47}^* - \lambda_{4,7} \cdot p_{74}^* = 0, \\
\lambda_{4,8} \cdot p_{48}^* - \lambda_{4,8} \cdot p_{84}^* = 0, \\
\lambda_{4,9} \cdot p_{49}^* + p_{5,9} \cdot p_{59}^* - \lambda_{4,9} \cdot p_{95}^* = 0, \\
\lambda_{3,10} \cdot p_{310}^* + \lambda_{4,10} \cdot p_{410}^* - \lambda_{4,10} \cdot p_{104}^* = 0, \\
\lambda_{10,11} \cdot p_{1011}^* + \lambda_{15,11} \cdot p_{1511}^* + \lambda_{16,11} \cdot p_{1611}^* = 0, \\
\lambda_{11,12} \cdot p_{1112}^* - \lambda_{12,12} \cdot p_{1212}^* = 0, \\
\lambda_{12,13} \cdot p_{1213}^* - \lambda_{13,13} \cdot p_{1313}^* = 0, \\
\lambda_{11,14} \cdot p_{1114}^* + \lambda_{12,14} \cdot p_{1214}^* + \lambda_{13,14} \cdot p_{1314}^* - \lambda_{14,14} \cdot p_{1414}^* = 0, \\
\lambda_{10,15} \cdot p_{1015}^* + \lambda_{11,15} \cdot p_{1115}^* + \lambda_{12,15} \cdot p_{1215}^* + \lambda_{13,15} \cdot p_{1315}^* + \lambda_{14,15} \cdot p_{1415}^* + \lambda_{15,15} \cdot p_{1515}^* + \lambda_{16,15} \cdot p_{1615}^* = 0, \\
\lambda_{15,16} \cdot p_{1516}^* - \lambda_{16,16} \cdot p_{1616}^* = 0,
\end{align*}
$$

was obtained.
Analytical solution of linear equation systems (4) and (6), is theoretically possible, though time and work consuming, and the obtained formulas describing boundary probabilities \( p_i^* \) are complex and complicated, both for Markov’s chain and process. For the purpose of determination of boundary probabilities \( p_i^* \), a computer program enabling solution of equation systems (4) and (6) was developed. On the basis of data obtained from testing the process of operational use within a real transport system, values of \( p_{ij} \) probabilities and \( \lambda_{ij} \) intensities of the process state changes were estimated. Next, boundary probability values \( p_i^* \) were determined. These values are presented in Tab. 1 and 2.

Data on operational use concerns 119 technical objects (city buses) used in a given real system of city bus transport, in the period from 01.2005 to 09.2006. The tests were carried out by the method of passive experiment, in conditions natural for operation of the tested objects.

### Tab. 1. Values of boundary probabilities \( p_i^* \) for Markov’s chain

<table>
<thead>
<tr>
<th>( p_1^* )</th>
<th>( p_2^* )</th>
<th>( p_3^* )</th>
<th>( p_4^* )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1629</td>
<td>0.0138</td>
<td>0.1977</td>
<td>0.0362</td>
</tr>
<tr>
<td>( p_5^* )</td>
<td>( p_6^* )</td>
<td>( p_7^* )</td>
<td>( p_8^* )</td>
</tr>
<tr>
<td>0.0356</td>
<td>0.0200</td>
<td>0.0148</td>
<td>0.0078</td>
</tr>
<tr>
<td>( p_9^* )</td>
<td>( p_{10}^* )</td>
<td>( p_{11}^* )</td>
<td>( p_{12}^* )</td>
</tr>
<tr>
<td>0.0015</td>
<td>0.1629</td>
<td>0.1889</td>
<td>0.1150</td>
</tr>
<tr>
<td>( p_{13}^* )</td>
<td>( p_{14}^* )</td>
<td>( p_{15}^* )</td>
<td>( p_{16}^* )</td>
</tr>
<tr>
<td>0.0026</td>
<td>0.0073</td>
<td>0.0269</td>
<td>0.0061</td>
</tr>
</tbody>
</table>

### Tab. 2. Values of boundary probabilities \( p_i^* \) for Markov’s process

<table>
<thead>
<tr>
<th>( p_1^* )</th>
<th>( p_2^* )</th>
<th>( p_3^* )</th>
<th>( p_4^* )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.3180</td>
<td>0.0026</td>
<td>0.5227</td>
<td>0.0013</td>
</tr>
<tr>
<td>( p_5^* )</td>
<td>( p_6^* )</td>
<td>( p_7^* )</td>
<td>( p_8^* )</td>
</tr>
<tr>
<td>0.0031</td>
<td>0.0015</td>
<td>0.0016</td>
<td>0.0020</td>
</tr>
<tr>
<td>( p_9^* )</td>
<td>( p_{10}^* )</td>
<td>( p_{11}^* )</td>
<td>( p_{12}^* )</td>
</tr>
<tr>
<td>0.0002</td>
<td>0.0998</td>
<td>0.0062</td>
<td>0.0048</td>
</tr>
<tr>
<td>( p_{13}^* )</td>
<td>( p_{14}^* )</td>
<td>( p_{15}^* )</td>
<td>( p_{16}^* )</td>
</tr>
<tr>
<td>0.0034</td>
<td>0.0010</td>
<td>0.0308</td>
<td>0.0009</td>
</tr>
</tbody>
</table>

### 4. Conclusions

On the basis of determined boundary probabilities \( p_i^* \) for Markov’s chain, it can be said that the highest probability of entering the process states, applies to the states:
- \( S_3 \) task realization during the ride,
- \( S_{11} \) refueling,
- \( S_1 \) waiting for the task realization on the hardstand of the depot,
- \( S_{10} \) waiting for entering the serviceability assurance subsystem,
- \( S_{12} \) waiting for servicing on the day of operation.

High value of \( p_{11}^* \) probability results from the fact that in some facilities the vehicles are refueled two times during 24 hours due to the scale of the task to be accomplished or necessity to refuel after a repair done.

From the obtained probability value \( p_4^* \) it results that above 18% of technical objects which realize their tasks are damaged during their rides. It can also be said that most of them (98.2%) are diagnosed and repaired (95.9%) by the road service units. Repairs done by the road service are usually minor ones (56.2%), including control or replacement of small elements, and they do not involve lost of a ride. The other repairs (43.8%) are carried out during time longer than the break between rides, which involves the necessity of replacing them with substitute objects. On the basis
of probability value $p_{15}^*$ it results that more than 16.5% of the vehicles carrying out transport tasks are repaired in the Servicing Station. It can also be said that only part of them is diagnosed before the repair (almost 27%), and after it (more than 22.7%).

Basing on probability values $p_i^*$ determined for Markov’s process, it can be concluded that states $S_2$ (carrying out the task), $S_1$ (waiting for serviceability assurance on the hard stand) – total 84% of the operational use time, and $S_{10}$ (waiting for the entrance to the serviceability assurance subsystem) almost 10% of the whole operational use time, are the states in which the statistical technical object stays for the longest time. The remaining time of operational use is devoted to the processes of the technical object serviceability assurance (6% of the operational use time), though being of big importance from the point of view of the transport task accomplishment, and costs born in the course of realization of these processes. In the process of serviceability assurance is 65.5%, servicing 17.5%, refueling 13%, diagnosing 4%. The summary share time of the serviceability assurance for technical objects by technical service units ($p_5^* + p_6^* + p_7^*$) is only slightly higher than 0.6% of the whole process of operational use.
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